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Do people really care about their privacy? Surveys show that privacy is a primary concern
for citizens in the digital age. On the other hand, individuals reveal personal information
for relatively small rewards, often just for drawing the attention of peers in an online social
network. This inconsistency of privacy attitudes and privacy behaviour is often referred to
as the “privacy paradox”. In this paper, we present the results of a review of research lit-
erature on the privacy paradox. We analyse studies that provide evidence of a paradoxical
dichotomy between attitudes and behaviour and studies that challenge the existence of such
a phenomenon. The diverse research results are explained by the diversity in research methods,
the different contexts and the different conceptualisations of the privacy paradox. We also
present several interpretations of the privacy paradox, stemming from social theory, psy-
chology, behavioural economics and, in one case, from quantum theory. We conclude that
current research has improved our understanding of the privacy paradox phenomenon. It
is, however, a complex phenomenon that requires extensive further research. Thus, we call
for synthetic studies to be based on comprehensive theoretical models that take into account
the diversity of personal information and the diversity of privacy concerns. We suggest that
future studies should use evidence of actual behaviour rather than self-reported behaviour.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Research Center, 2014). This dichotomy of information privacy
attitude and actual behaviour has been coined the term “privacy
paradox” (Brown, 2001; Norberg et al., 2007) or, to be more ac-

Anecdotal and empirical evidence indicate that individuals are
willing to trade their personal information for relatively small
rewards. For example, Carrascal et al. (2013) have found that
internet users value their online browsing history for about 7
Euros, which is the equivalent a Big Mac meal.! On the other
hand, surveys of internet users’ attitudes show that users are
highly concerned about their privacy and the collection and
use of their personal information (e.g., TRUSTe, 2014, Pew
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curate, “information privacy paradox”.

The privacy paradox has significant implications for
e-commerce, e-government, online social networking, as well
as for government privacy regulation. E-commerce and online
social networking sites are collectors of vast amounts of per-
sonal information. A proof of the privacy paradox would
encourage them to increase the collection and use of per-
sonal information. Government policy makers, on the other

* It refers to the cost of a Big Mac meal in Spain, circa 2011 (Carrascal et al., 2013).
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hand, justify privacy regulation on people’s raised privacy con-
cerns. The inconsistency between privacy attitude and actual
behaviour weakens this justification.

Several researchers have attempted to test the privacy
paradox hypothesis and to find an explanation for this “para-
doxical” phenomenon. Unfortunately, relevant research provides
contradicting results and incomplete explanations. In this paper,
we survey current literature with an aim to investigate the fol-
lowing research questions:

e Does the information privacy paradox exist?
e What explains the dichotomy between privacy attitude and
privacy behaviour?

After the introduction, the paper continues with present-
ing the scope and method of the literature review. In Section
3, we analyse studies that provide evidence for and against the
privacy paradox hypothesis and provide explanations for this
controversy. In Section 4, we present studies that suggest and
explore different interpretations of the privacy paradox phe-
nomenon. Finally, in Section 5 we discuss our results and
provide recommendations for future research.

2. Literature review: scope and methodology

We may distinguish three aspects of privacy (Holvast, 1993;
Rosenberg, 1992): (a) territorial privacy, which is concerned with
the physical area surrounding a person, (b) privacy of a person,
which refers to the protection of a person against undue in-
terference, such as physical search, and (c) informational privacy,
which is concerned with controlling whether and how per-
sonal data can be gathered, stored, processed, and disseminated.
The scope of this literature review is restricted to the third
aspect of privacy, informational privacy. Privacy paradox is used
in this paper as a shortcut for the more accurate term infor-
mational privacy paradox.

In most relevant studies privacy paradox refers to the di-
chotomy between privacy attitude and privacy behaviour. Some
researchers, however, compare privacy concerns with privacy
behaviour. The two constructs, privacy concerns and privacy at-
titudes, though closely related, are fundamentally different.
Privacy concerns could be quite generic and, in most cases, are
not bound to any specific context, whilst privacy attitudes refer
to the appraisal of specific privacy behaviours. In this litera-
ture review we have included research papers that follow both
approaches.

Another distinction to be made is between privacy behaviour
and privacy intention. Several studies measure privacy inten-
tion instead of privacy behaviour. These studies overlook an
essential aspect of the paradox, the fact that often privacy in-
tentions do not lead to protective behaviour. Despite that, they
were also included in this literature review.

Current literature includes a few studies that attribute a com-
pletely different meaning to the term privacy paradox as
referring to the tension between personalisation and privacy,
especially in e-commerce. It is also often named the
personalisation-privacy paradox. For example, Sutanto et al. (2013)
examined the impact of IT-enabled personalisation and
personalised marketing on smartphone users’ privacy concerns

and proposed a personalised, privacy-safe application that
retains users’ information locally on their smartphones while
still providing them with personalised product messages. In
addition, there is a body of literature that is concerned with
the legal and ethical aspects of the privacy paradox. All these
studies were excluded.

The first stage in our search for the literature involved
identifying papers on privacy paradox in the Scopus database.
Using these keywords, 53 articles were listed as relating to
the privacy paradox. In the preliminary screening, we removed
articles that were anonymous, erratum notifications and edi-
torials. We also removed articles on legal and ethical aspects
of the privacy paradox. Finally, we excluded articles con-
cerned with the personalisation-privacy paradox. The remaining
list included 22 articles. Scopus is a comprehensive database
that covers more than 21,000 peer-reviewed journals, as well
as several thousands of scientific conferences proceedings
and scientific books. A similar search in Thomson’s Web of
Science database did not contribute any additional relevant
articles.

In the second stage, we further investigated the refer-
ences list of the papers identified in the first stage. Papers
selected from those references lists were also screened fol-
lowing the same criteria as in the first stage and their references
lists were investigated to identify additional relevant papers.
Through this process we collected 29 articles. Most of them
do not use the term privacy paradox and for this reason they
were not identified in the first stage. Our final list of articles
for this literature review comprised 51 articles. We believe that
our review covers most of the literature pertaining to the privacy
paradox and includes all significant research articles on the
topic.

3. The debate about the privacy paradox
3.1.  Early studies

In 2001, a study of internet use explored online shopping popu-
larity and the concerns of users with regard to privacy and
security, among other issues (Brown, 2001). Through a series
of in-depth interviews with online shoppers, Brown uncov-
ered “something of a ‘privacy paradox’”. While individuals
expressed their concerns about their privacy being infringed,
they were still willing to give their personal details to online
retailers as long as they had something to gain in return.
Interviewees said they were afraid that too much informa-
tion about them was collected, but this would not stop them
from buying online. They also reported that they were using
loyalty cards lured by the discounts and gifts offered by several
stores. These findings were consistent with previous re-
search on loyalty cards that showed that shoppers were willing
to trade information about their grocery purchases for cost
savings at the cash register (Sayre and Horne, 2000).

In the same year, Spiekermann et al. (2001) presented the
results of a study aiming to reveal the relation between privacy
preferences and actual behaviour in the context of e-commerce.
They conducted an experiment to compare self-reported privacy
preferences with actual disclosing behaviour during online
shopping. Participants were first asked to complete a
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questionnaire on privacy attitudes and preferences and, then,
to visit an online store. During their shopping in the store they
were engaged in a sales dialogue with an anthropomorphic 3-D
shopping bot. Participants answered a majority of questions,
even if these were highly personal. This indicates that even
though internet users claim that privacy is a high priority, they
do not behave accordingly.

More evidence of an attitude vs. behaviour dichotomy and
some preliminary interpretations of the phenomenon were pro-
vided by researchers following the behaviour economics approach.
Acquisti (2004) claims that “[p]eople may not be able to act as
economically rational agents when it comes to personal privacy.”
He argues that privacy-related decisions are affected by in-
complete information, bounded rationality and psychological biases,
such as confirmation bias, hyperbolic discounting and others. These
decision-making biases have been well documented in the
behavioural economics literature (e.g., Gilovich et al., 2002).
Acquisti built an economic model that partly explains privacy
attitude - behaviour inconsistencies. This model incorpo-
rates the immediate gratification bias. Immediate gratification
refers to the tendency to value present benefits more than
future risks. Thus, in individuals’ heuristic assessment, the
present benefits of information disclosure outweigh the future
privacy risks. Furthermore, he argued that sophisticated privacy
advocates might realise that protecting themselves from any
possible privacy intrusion is unrealistic. Thus, they might not
be willing to adopt a strict privacy protection strategy, since
they doubt it will eventually pay-off (Acquisti, 2004).

Stepping from economic theory into empirical research,
Acquisti and Grossklags (2005) collected survey data that support
the hypothesis that privacy decision-making is affected by in-
complete information, bounded rationality and psychological
biases. They also found evidence of a privacy attitude vs.
behaviour dichotomy. Whilst most of the subjects (approx. 89%)
reported to be either moderately or very concerned about
privacy, more than 21% of the sample admitted to having re-
vealed their social security number for discounts or better
services or recommendations, and more than 28% had given
their phone numbers to merchants, raffle organisers and so
forth.

Another stream of research aimed to understand the self-
disclosing behaviour in online social networks, especially among
young people. Barnes (2006) uses the term privacy paradox in
reference to the privacy behaviour of young people in Social
Networking Sites (SNSs). Young people tend not to realise that
SNSs provide a public space and disclose personal informa-
tion that could possibly be misused.

The term privacy paradox was mainly established by Norberg
et al. (2007). They conducted two studies, each comprising two
phases. In the first phase they asked a sample of students about
their willingness to disclose specific pieces of information. Phase
two took place several weeks later, when subjects were asked
to provide the same kind of information to a market re-
searcher. This study confirmed the hypothesis that individuals
would actually disclose a significantly greater amount of per-
sonal information than their stated intentions indicate. In a
second study that followed the same methodology they tested
the effect of risk perceptions on stated intentions to disclose per-
sonal information and the effect of trust perceptions on actual
privacy behaviour. They found evidence that support the

risk-intention relation, but they did not find support for the
trust-behaviour relation hypothesis.

3.2. Evidence supporting vs. evidence challenging the
existence of the privacy paradox

Preliminary evidence by Spiekermann et al. (2001), Acquisti and
Grossklags (2005) and Norberg et al. (2007) were further sup-
ported by research in both transactional situations, such as
e-commerce, and social situations, as in the case of online social
networks.

Studies that aimed to determine a value for personal in-
formation have indicated very low valuations that do not justify
the high privacy concerns expressed by people in polls and
surveys. Huberman et al. (2005) conducted a series of experi-
mental auctions to elicit the value people place on their private
data. In these auctions participants named a price for their data
and the person that demanded the least was paid the second-
lowest demanded price (i.e., a reverse second-price auction).
The information that was put on auction was weight and age.
The average demand price for age was $57.56 vs. $74.06 for
weight. The experiment also revealed a tendency for a higher
valuation of weight information when it is perceived as em-
barrassing. Also, as expected, very young people were more
willing to reveal their age than older ones.

In another experiment subjects faced trade-off situations,
where they were asked to choose between incomplete privacy
protection and benefits such as convenience or promotions
(Hann et al., 2007). It was estimated that protection against
errors in personal records, improper access of personal infor-
mation and secondary use of personal information is worth
between $30.49 and $44.62.

Beresford et al. (2012) conducted a field experiment, in which
subjects were asked to buy a DVD from one of two compet-
ing stores. The two stores were almost identical. The first store
asked for income and date of birth, whilst the second store
asked for favourite colour and year of birth. Obviously, the in-
formation requested by the first store is significantly more
sensitive. Nevertheless, when the price was the same sub-
jects bought from both stores equally often. When the price
was set to be 1 Euro less in the first store, almost all partici-
pants chose the cheaper store, although it was asking more
sensitive information. A post-experimental questionnaire tested
if subjects were unconcerned about privacy issues. 75% of par-
ticipants indicated that they had a strong interest in data
protection and 95% said that they were interested in the pro-
tection of their personal information.

Carrascal et al. (2013) conducted an experiment aiming to
determine the monetary value of several types of personal in-
formation. Using a web browser plugin they prompted users to
value their personal data at the time and place they were gen-
erated. In the first phase of the experiment, the browser plugin
collected data about the browsing behaviour of each subject. These
data were used to calibrate the behaviour of the plugin in the
second phase. In the second phase the plugin displayed popups
as the participants were browsing the internet. Popups con-
tained two kinds of questions: questions about valuating personal
information and questions on participants’ privacy percep-
tions and knowledge. Information valuation questions were
framed as auctions. For example, one question was “Whatis the
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minimum amount of money you would accept for selling 10 of
the photos you have uploaded to this website to a private
company?” The experiment was concluded with a post-study
questionnaire. The results of this study show significantly low
evaluations of personal information. Users value their brows-
ing history at 7 Euros on average. With regard to offline personal
information, such as age, address, and economic status, average
valuation is approximately 25 Euros. Users gave higher valua-
tions to data relating to interactions in social networks (12 Euros)
and finance websites (15.5 Euros), when compared with activi-
ties such as search (2 Euros) and shopping (5 Euros).

On the other hand, it appears that consumers are willing
to pay a premium for privacy, albeit a small one. Egelman et al.
(2012) performed two experiments with smartphone users and
found that when choosing among applications with similar
functionality, privacy-conscious participants were willing to pay
a premium of $1.50 over an initial price of $0.49. However, this
occurred only when users were presented the requested per-
missions of each application side-by-side.

Another stream of research has focused on online social net-
works and the relationship between privacy concerns and
information disclosure in SNSs. Tufekci (2008) reports the results
of a questionnaire survey aiming to study students’ self-
disclosure behaviour in SNSs. The study found little to no
relationship between online privacy concerns and informa-
tion disclosure. Another interesting result is that students
manage their concerns about unwanted audience by adjust-
ing the visibility of information, but not by regulating the levels
of disclosure. Reynolds et al. (2011) in their study also found
that there was little correlation between participants’ broader
concern about privacy on Facebook and their posting behaviour.
Contrary to Tufekci (2008) they found that the portion of posts
that were visible to a large audience appeared to be indepen-
dent of general privacy attitude. Hughes-Roberts (2013), based
on a questionnaire survey and an examination of partici-
pants’ Facebook profiles, concluded that a general statement
of user concern is not a valid indicator of privacy behaviour
within the network. However, he questioned the appropriate-
ness of surveys as instruments for studying the privacy paradox.

A web survey by Taddicken (2014) also showed that privacy
concerns hardly impact self-disclosure. The relation between
privacy concerns and self-disclosure is moderated by various
variables. In particular, perceived social relevance and the number
of other social web applications used have a strong moderating effect.
In this study social relevance mainly refers to the disclosing
behaviour of communication partners indicating that disclosure
proceeds in a quid pro quo basis, i.e. “you tell me and I tell you”.

Lee et al. (2013) also confirmed the existence of an attitude
vs. behaviour dichotomy. They conducted a series of semi-
structured in-depth interviews and an experiment to assess the
influence of expected benefit and expected risk on users’ in-
tention to share personal information. They concluded that users
actively share personal information despite their concerns,
because they do not only consider risk but also the expected
benefit of sharing.

A study by Zafeiropoulou et al. (2013) specifically exam-
ined location data, which is a form of personal information
increasingly used by mobile applications. Their survey also
found evidence that supports the existence of privacy paradox
for location data. Finally, Oomen and Leenes (2008) studied

privacy risk perception in relation to the use of privacy en-
hancing technologies. Their survey data indicate that a high
perception of privacy risk is an insufficient motivator for people
to adopt privacy protecting strategies, while knowing these exist.

All the aforementioned studies provide evidence that support
the hypothesis of a paradoxical dichotomy between privacy at-
titudes and privacy behaviour. Nevertheless, several researchers
have provided evidence that raise doubts about the existence
of a privacy paradox. Individuals disclose personal information
when they see some benefit to it, but, at the same time, they
are significantly affected by the way this information is handled.
They are significantly concerned about secondary use of per-
sonal data and these concerns do lead to a cautious behaviour.

The absence of secondary disclosure has a stronger influ-
ence than a 10% price cut, and is just 8% lower than a 25% price
cut, according to a study by D’Souza and Phelps (2009). They con-
ducted two online surveys to study the influence of price and
secondary use on purchase likelihood and concluded that privacy
concerns do matter and there is a measurable relationship with
purchase behaviour. This study uses online questionnaires, rather
than factual purchase data, which limits the validity of results.

A survey of visitors in two commercial websites (Wakefield,
2013) also provided evidence that supports the hypothesis that
perceived website trust is an important determinant of con-
sumers’ intention to disclose personal information.

Also, when privacy policies are displayed prominently, con-
sumers tend to purchase from online retailers that better protect
their privacy. Tsai et al. (2011) conducted a two-phase study
that involved an online concerns survey and an online shop-
ping experiment. In the experiment they used a shopping search
engine that compactly displays privacy policy information. They
found that consumers provided with salient privacy informa-
tion take that information into account and make purchases
from online shops that offer medium or high levels of privacy
protection. They conclude that “...contrary to the common view
that consumers are unlikely to pay for privacy, consumers may
be willing to pay a premium for privacy.”

In the realm of online social networks several studies chal-
lenge the common assumption that young people do not protect
their private information. Young people use a variety of pro-
tection strategies, such as using pseudonyms and giving false
information (Miltgen and Peyrat-Guillard, 2014), restricting
access to their profiles and adjusting their privacy settings (boyd
and Hargittai, 2010), limiting friendship requests, and delet-
ing tags and photos (Young and Quan-Haase, 2013).

Information disclosure and information control in online social
networks are not closely related. Disclosure is driven by the need
for popularity, which explains why young people tend to disclose
personal information. On the other hand, low levels of trust lead
to control strategies, such as denying friend requests in order
to control who has access to personal profiles (Christofides et al.,
20009).

Privacy-concerned users may employ various privacy-
protection responses. Son and Kim (2008) provide a taxonomy
of Information Privacy-Protective Responses (IPPRs) that in-
cludes the following six types of IPPRs: refusal (i.e. users refuse
to provide information), misrepresentation (i.e. users provide
false information), removal of information from online com-
panies databases, negative word-of-mouth, complaining directly
to online companies, and complaining indirectly to third-party
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Table 1 - Studies that provide evidence that support the privacy paradox hypothesis.

Study Context Methodology Participants
Acquisti (2004) e-Commerce Conceptual/analytic Not applicable (not an empirical research)
Acquisti and Grossklags (2005) e-Commerce Survey Students and graduates (mean age 24)

Barnes (2006)

Beresford et al. (2012)
Brown (2001)
Carrascal et al. (2013)

Egelman et al. (2012)
Hann et al. (2007)
Huberman et al. (2005)
Hughes-Roberts (2013)
Lee et al. (2013)

Norberg et al. (2007)
Oomen and Leenes (2008)
Reynolds et al. (2011)
Spiekermann et al. (2001)
Taddicken (2014)

Tufekci (2008)
Zafeiropoulou et al. (2013)

SNSs

Online shopping

Online shopping
Email/entertainment/finance/
news/search/e-shopping/SNSs
Smartphone applications
e-Business/e-services
Personal information trade
SNSs

SNSs/location data

Finance services
Internet use
SNSs

Online shopping
SNSs

SNSs
Location data

Students survey/
literature review
Experiment
In-depth interviews
Survey

Experiment

Experiment

Experiment

Survey

Focus groups/experiment

Experiment
Survey
Survey
Experiment
Survey

Survey
Survey

Students

Mainly students
Internet users (mean age 28)
Web users (mean age 32)

Smartphone users, over 18 years old
Students

Internet users (mean age 40)

Students

Experiment: users of SNSs (mean age 25)/
focus group: users of Location-Based
Social Network Services (mean age 29)
Students

Students

Facebook users

Mainly students

Users of SNSs (average age in the range of
30-39 years)

Students

Internet users (average age in the range
of 26-34 years)

organisations. They also conducted a survey that revealed a
strong correlation between information privacy concern and
all types of responses, except for misrepresentation.

Moreover, contrary to previous research, Blank et al. (2014)
found that younger people are more likely to take action to
protect their privacy than older ones. In addition, studies
show a positive correlation between privacy concerns and
protection behaviour. Lutz and Strathoff (2014) conducted a
telephone survey in Switzerland employing a questionnaire
that covered several privacy-related constructs. This survey
confirmed a weak but statistically significant influence of
privacy concerns on protection behaviour.

Recent surveys show that privacy concerns trigger protec-
tive responses, such as uninstalling mobile applications. A

survey of smartphone users by the Pew Internet Project
(Boyles et al., 2012) revealed that 54% of mobile application
users have decided to not install a cell phone application
when they discovered how much personal information they
would need to share in order to use it and 30% of cell phone
application users have uninstalled an application that was
already on their cell phone because they learned it was
collecting personal information that they did not wish to
share. On the other hand, only 19% of cell phone owners
have turned off the location tracking feature on their cell
phone.

Table 1 provides a list of the studies that provide evidence
that support the privacy paradox hypothesis and Table 2 lists
the studies that provide evidence that challenge it.

Table 2 - Studies that provide evidence that challenge the privacy paradox hypothesis.

Study Context Methodology Participants

Blank et al. (2014) SNSs Survey Users of SNSs (random sample)

boyd and Hargittai (2010) SNSs Survey Students

Christofides et al. (2009) SNSs Survey Students

D’Souza and Phelps (2009) e-Commerce Survey Students (mean age 21)/alumni (mean age 47)
Egelman et al. (2012)? Smartphone applications Experiment Smartphone users, over 18 years old

Lutz and Strathoff (2014) Internet use/SNSs Survey Sample of the general population (average age in the

Miltgen and Peyrat-Guillard (2014) Internet use

Focus groups

range of 30-49 years)
Internet users (average age in the range of 25-44 years)

Son and Kim (2008) e-Commerce Survey Internet users (median age of 41)

Tsai et al. (2011) Online shopping Survey/experiment Survey: Internet users (mean age 30)/experiment:
Internet users

Wakefield (2013) e-Commerce Survey Random sample (average age above 35 years)

Young and Quan-Haase (2013) SNSs Survey Students

“The results of this research can be interpreted in two ways, thus it appears in both the list of studies that support the privacy paradox hypothesis

and those that challenge it.
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3.3.  Understanding the controversy

Research on the privacy paradox phenomenon has produced
contradictory results. Several studies have shown a dichotomy
between privacy concerns and attitudes and actual privacy
behaviour, whilst other studies indicate that individuals’ privacy
behaviour is in line with their concerns and attitudes. In this
section we investigate the causes of this contradiction and make
recommendations for research to overcome the controversy.

First, there is an issue of interpretation. Studies of individu-
als’ valuation of privacy have provided price estimations that
can be interpreted in, at least, two ways. A value of 7 Euros
that users price their browsing history (Carrascal et al., 2013)
can be consider too low to match the privacy concerns people
express, but it also shows that people do value their privacy.
We should consider, as well, that users are aware that these
data are practically unprotected. We should also consider the
ethical parameter. Individuals may be willing to sell, or even
to give away, some personal information to a specific recipi-
ent, but they still strongly object to the uncontrolled exploitation
of the same data without their consent. Similarly, a premium
of $1.50 for a privacy-preserving mobile application (Egelman
et al,, 2012) is low as an absolute value, but it can also be in-
terpreted as a high valuation if we consider that it is three times
the initial price of $0.49.

The studies presented in Sections 3.1 and 3.2 have inves-
tigated the privacy paradox in several different contexts. Most
of them are concerned either with e-Commerce or SNSs. Smart-
phone applications have been considered in only one study
(Egelman et al.,, 2012) and other important online services, such
as Internet telephony, remain unexplored.

Privacy behaviour is a highly contextual phenomenon (Morando
et al., 2014). We should not expect individuals to demon-
strate the same behaviour in different contexts. Consider, for
example, the studies by Norberg et al. (2007) and Tsai et al.
(2011). In the first study a sample of students were first asked
about their willingness to disclose specific pieces of informa-
tion. Twelve weeks later a confederate visited campus under
the guise of carrying out research for a pilot program for a bank.
The confederate distributed data collection booklets that the
students were asked to complete. Students provided signifi-
cantly more information about themselves in comparison with
what they stated they were willing to disclose a few weeks
earlier. This study took place in the familiar environment of
their classroom where students feel “protected”. Even though
students were told that the market researcher was not asso-
ciated with faculty, yet the influence of the environment was
obviously strong. This may not diminish the validity of this re-
search; nevertheless it is perilous to compare the results of this
study with the results of a study of the kind Tsai et al. (2011)
have conducted. The latter study involved an online shop-
ping experiment where a shopping search engine displayed
privacy policy information about online shops. In this very dif-
ferent context, individuals were found willing to pay a premium
for privacy. Thus, we may conclude that generalisation of results
is unsafe and contradicting results should be expected when
studies are conducted in different contexts.

Personal information is not a coherent object. There are
several types of personal information and people attribute
different valuations to them. Data such as location, health

status, browsing history, age and weight are treated differ-
ently by individuals. Thus, it is not appropriate to compare
studies that refer to different types of personal information.
Sensitivity of information is an important moderator that is
often neglected and, as Mothersbaugh et al. (2012) suggest, the
privacy paradox may result from a failure to account for in-
formation sensitivity. Similarly, there are several types of privacy
concerns, such as concerns about social threats (including bul-
lying and stalking), organisational threats (including secondary
use by the data collector, secondary use by a third party, and
marketing), and improper access by employers or the public
(Krasnova et al., 2009).

Most importantly, a variety of research methodologies can
be found in privacy research. Most studies are surveys, many
of them online. Surveys might be appropriate for exploring
beliefs and attitudes, but they are not appropriate for studies
of actual behaviour. Also, surveys are not reliable when ex-
amining irregular or infrequent behaviour. Staddon et al. (2013)
examined the accuracy of self-reported behaviour by compar-
ing survey responses of Google+ users with their actual
behaviour. They found that irregular or infrequent behaviours
(e.g. changing privacy settings) are particularly difficult to report
accurately.

Experiments appear to be more appropriate, but again the
experiment setting affects the generalisability of results
(Morando et al., 2014). For example, two studies that are based
on experimental auctions have produced very different results
for the same type of personal information. Huberman et al.
(2005) estimated that the average demand price for age was
$57.56, whilst Carrascal et al. (2013) estimated the average valu-
ation for age, gender, address, and salary to be 25 Euros (approx.
$30).2 Both studies used the same type of auction (reverse
second price auction), but the experiment setting and sample
were different.

In experiments it is also important to have a realistic en-
vironment. Moreover, we should not expect individuals that
know they are participating in an experiment to behave the
same way as they would normally do. Even if they are given
false information about the experiment, so as not to suspect
that it is about privacy, they would not behave the same way
in a laboratory or a classroom as they would at home or at work.

Model structure and method of analysis are also important.
Dienlin and Trepte (2015) used two different methodological
approaches to test the privacy paradox, based on the same
sample and survey instrument. Initially, they applied regres-
sion analysis to test if privacy concerns were related to specific
privacy behaviours, such as the indication of (a) authentic first
name, (b) authentic last name, (c) personal address, (d) mobile
phone number, (e) political or religious views, and (f) fre-
quency of posts on SNSs. Regression analysis showed privacy
concerns to be unrelated to the online disclosure of first and
last name, the online disclosure of mobile phone number,
postings of political or religious views, and the frequency of
posts on SNSs. Only the disclosure of personal address was
found to be related to privacy concerns. Thus, the existence
privacy paradox was adequately supported.

2 Calculated according to the exchange rate at the time the study
was conducted.
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Following an alternative methodological approach, they dif-
ferentiated between informational, social, and psychological privacy
and constructed a model that introduced privacy attitude and
privacy intention as moderators. A Structural Equation Model-
ing (SEM) analysis revealed that privacy concerns affected
privacy behaviour indirectly. Specifically, they found that privacy
concerns positively influence privacy attitudes, which in turn
positively influence privacy intentions, which positively influ-
ence privacy behaviours. Thus, when a new methodological
approach was followed the privacy paradox was dissolved
(Dienlin and Trepte, 2015). Thus, this research demonstrated
that the use of different research models and methods of analy-
sis can lead to contradictory results.

4. Interpretations of the privacy paradox and
new insights

Current research is focusing on interpreting the gap between
privacy attitude and privacy behaviour. Interpretations of the
privacy paradox are derived from five research areas: (a) privacy
calculus theory, (b) social theory, (c) cognitive biases and heu-
ristics in decision-making, (d) decision-making under bounded
rationality and information asymmetry conditions, and
(e) quantum theory homomorphism.

4.1. Privacy calculus and the benefits of self-disclosure

Privacy calculus theory postulates that individuals perform a
calculus between the expected loss of privacy and the potential
gain of disclosure. Their final behaviour is determined by the
outcome of the privacy trade-off (Dinev and Hart, 2006; Jiang
et al, 2013; Xu et al., 2011). Thus, it is assumed that individu-
als decide to disclose personal information when potential gains
surpass expected losses. In social interactions rewards are
mostly intangible and thus difficult to observe. As a result the
disclosing behaviour of users often seems unreasonable and
inconsistent with their privacy concerns. However, if we con-
sider the intangible rewards involved, then the disclosing
behaviour of users becomes more understandable. In fact,
several studies have confirmed that users of SNSs weigh risks
and benefits of sharing private information and disclose per-
sonal information when perceived benefits outweigh observed
risks (Debatin et al., 2009; Lee et al., 2013).

Active participation in online social networks, which in-
volves self-disclosure, is associated with three fundamental
needs: (a) the need for diversion and entertainment, (b) the need
for social relationships, and (c) the need for identity construc-
tion (Debatin et al., 2009). Thus, for most users, satisfying the
above needs overweighs the observed risks of disclosing per-
sonal data. This holds even for users that have experienced
privacy invasion, although these users are more likely to change
their privacy settings. In addition, the use of online social net-
working has been ritualised and built into users’ daily life
(Debatin et al., 2009), thus, for them, it is difficult to deviate
from the routine of self-disclosure.

Benefits of information sharing that users value the most
include self-clarification, social validation, relationship development,
social control, and self-representation (Lee et al., 2013).

Self-clarification refers to understanding oneself and clarifying
one’s views and feelings about issues of interest. Social vali-
dation is the validation of one’s views or values by other people.
Relationship development is realised by enhancing the nature
of significant relationships. Social control is achieved by in-
fluencing others and changing their attitude or behaviour and
self-representation refers to establishing an image of oneself.

Social networking is a way of gaining social capital. Social
capital refers to the accumulated resources derived from the
relationships among people within a specific social context or
network (Ellison et al., 2011). Individuals disclose personal in-
formation in order to earn social capital. For example, an
individual that discloses a medical diagnosis will be more likely
to receive supporting messages from network members
(Stutzman et al., 2012).

4.2.  Social theory-based interpretations

There are also strong motivations for self-disclosure stem-
ming from the way online social networks have been embedded
into the social lives of users, who in order to maintain their
social lives, must disclose information on them despite their
privacy concerns (Blank et al., 2014). Social theory may enhance
our understanding of this phenomenon. Lutz and Strathoff
(2014) adopt a perspective of online social networks as social
collectives and make a distinction between social collectives that
are held together by its members’ internalised emotional ties and
implicit rules and social collectives that are held together by more
rational calculations and the corresponding mechanisms, such
as contracts and legal rules. The former are known in the rel-
evant literature as Gemeinschaften (communities), whilst the
latter are known as Gesellschaften (societies) (Tonnies, 2003).
Online social networks have several characteristics that would
justify their characterisation as Gemeinschaften, rules of
behaviour in online social networks are mostly implicit and
individuals foster their relationships and search for a feeling
of belonging. In such Gemeinschaft-like forms of social collec-
tives individuals are willing to provide information and data
about themselves as this is an implicit part of being a member
of the community (Lutz and Strathoff, 2014).

On the other hand, SNSs are formal institutions, mostly
private companies such as Facebook Inc., with formal rules and
policies. Thus, there is both a Gemeinschaft and Gesellschaft side
in SNSs. When considering privacy hazards, users may adopt
the Gesellschaft perspective and make rational calculations of
privacy risks, whilst when acting as part of the online com-
munity they may adopt the Gemeinschaft perspective. Thus, the
emotional attraction of being part of a community collides with
the calculated hazards of data misuse. This collision is often
resolved in favour of the Gemeinschaft perspective as the emo-
tional rewards of belonging to a community, being concrete and
immediate, override the abstract, calculated risks of data misuse
(Lutz and Strathoff, 2014).

An alternative social theory that can be used to explain the
privacy paradox is structuration theory (Giddens, 1984).
Structuration theory is a sociological model that has emerged
in an attempt to resolve the debate between social theories
that emphasise the role of human agency (i.e., individuals’ ability
to act based on their free choices) and those that underline
the role of the social structure. Structuration theory discards
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the discretion between agency and structure and claims that
these do not exist independently from one another, but they
rather form two sides of the same phenomenon. According to
Giddens (1984, 377) structure exists only as “memory traces”
and is instantiated in action. In other words, people’s actions
produce, reproduce, or alter social structure, which at the same
time constraints people’s actions; this process is referred to
as structuration.

Zafeiropoulou et al. (2013) draw upon structuration theory
to provide an explanation of the privacy paradox in the context
of location data, which are produced by mobile devices and
used by numerous mobile applications and SNSs. They posit
that privacy decisions can be seen as part of a process of
structuration, where individuals do not make information-
sharing decisions as entirely free agents and are instead heavily
influenced by contextual factors (e.g., social norms, trust in the
mobile application) during trade-off decisions (Zafeiropoulou
et al.,, 2013).

Online privacy is a new social phenomenon that people are
still struggling to understand. The social representations that
would allow people to understand privacy as a concept have
not emerged yet, as an empirical study by Oetzel and Gonja
(2011) has shown. A social representation is a conceptual
scheme that comprises values, ideas, metaphors, beliefs, and
practices that are shared among the members of a commu-
nity. The theory of social representation suggests that individuals
understand new concepts based on established schemes,
through the processes of objectification and anchoring (Oetzel and
Gonja, 2011). Anchoring involves the ascribing of meaning to
new phenomena by means of integrating them into existing
conceptual schemes, so that they can be interpreted and com-
pared to available knowledge (i.e. things already known). In the
process of objectification abstract concepts become concrete
through the emergence of new social representations. Since
a social representation of online privacy has not been estab-
lished yet, often individuals do not succeed to develop a reliable
perspective on online privacy.

4.3. Cognitive biases and heuristics in privacy
decision-making

The privacy calculus theory is based on the assumption that
individuals make privacy decisions as rational agents, in the
economic sense, by means of calculating risks and benefits.
However, research in behavioural economics has shown that
human decision-making is affected by cognitive biases and heu-
ristics (Acquisti and Grossklags, 2007). It is unlikely that privacy
decisions are not affected by the same biases and heuristics.
The latter include optimism bias, overconfidence, affect bias, fuzzy-
boundary and benefit heuristics, and hyperbolic discounting.
Optimism bias refers to the consistent tendency of indi-
viduals to believe that they are less at risk of experiencing a
negative event compared to others. Optimism bias has a neu-
rological basis (Sharot et al., 2007), which explains why it is
so pervasive. Cho et al. (2010) have tested empirically the effect
of optimism bias on privacy behaviour. Relying on data from
a telephone survey they found that individuals display a strong
optimism bias about online privacy risks, judging themselves
to be significantly less vulnerable than others to these risks.
Baek et al. (2014) confirmed that individuals perceive the

likelihood of personal online privacy infringement to be lower
than that of other individuals (comparison targets) in a study
that was based on large-scale online survey data. Compara-
tive optimism (i.e., the perceived difference between personal
and target risk) is more pronounced when the comparison target
is younger, as people tend to believe that young people are sig-
nificantly more susceptible to privacy infringements. In addition,
they found that optimism regarding online privacy breach is
negatively related to the adoption of privacy protective
behaviours. In other words, optimism bias hinders people from
protecting themselves.

Moreover, individuals tend to exhibit overconfidence in their
skills and knowledge. In a relevant study (Jensen et al., 2005)
participants were asked if they knew about certain privacy en-
hancing technologies and, then, were asked a follow-up
question to probe their knowledge. Less than 25% of partici-
pants who claimed to know a technology were able to answer
simple questions about it. In addition, when individuals are
given more control over the release and accessibility of their
information (i.e., they are able to control which information
will be published), they tend to reveal more personal infor-
mation, exposing themselves to higher privacy risks
(Brandimarte et al., 2013).

Affect heuristic is one of the most established human
decision-making and behaviour biases (Slovic et al., 2002). It
refers to a mental shortcut that allows people to make judg-
ments and decisions quickly based on their affective
impressions. A consequence of the affect heuristic is that in-
dividuals tend to underestimate risks associated with things
they like and overestimate them when associated with things
they dislike. Positive affect (e.g. enjoyment) is positively related
to an individual’s intention to disclose personal information
(Wakefield, 2013). Affect is expected to influence the assess-
ment of risks of self-disclosure, as well as the assessment of
the benefits of self-disclosure (Kehr et al., 2013, 2014). Users
tend to underestimate the risks of information discloser when
confronted with a user interface that elicits positive affect (Kehr
et al.,, 2015).

Sundar et al. (2013) conducted an experiment, in which they
tested the effect of two heuristics, the fuzzy-boundary and the
benefit heuristics, on disclosure of personal information. A group
of participants were shown a video that illustrated how per-
sonal information could be misused by third parties (i.e. fuzzy-
boundary condition) and another group was shown a video that
presented the benefits of personalisation (i.e. benefit condi-
tion). Later, participants in both groups were given a
questionnaire to fulfill, which included several personal ques-
tions. Individuals who were primed with the fuzzy boundary
heuristic were less likely to disclose personal information, whilst
those who were primed with the benefit heuristic tended to
disclose more information about them. Based on these results
the authors suggest an explanation of the privacy paradox
arguing that the self-reports of increased privacy concerns noted
in surveys could be a product of systematic processing, whilst
actual privacy behaviours are probably determined by heuris-
tic processing.

The tendency to discount future benefits, i.e. to value future
benefits less than present ones, has been extensively studied
by economics research. One of the most prominent models of
discounting is hyperbolic discounting (Acquisti and Grossklags,
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2003). Hyperbolic discounting theory claims that humans dis-
count the future in a time-inconsistent manner; their
preferences change as they approach the time to choose among
options. Hyperbolic discounting has a direct effect on privacy-
related decisions. When individuals are asked about their
intention to adopt a privacy-protection strategy, they calcu-
late the benefits of privacy protection against the benefits of
information disclosure and they may find the former to be more
significant. However, when they make these calculations and
express their intention to adopt a privacy-protection strat-
egy, they are thinking about a decision to be taken in the future.
When future comes and they have to actually make that de-
cision, their preferences change, as they now discount the future
benefits of privacy protection by a higher factor than they did
earlier. Thus, the dichotomy between intentions and behaviour
can be interpreted as an inability of individuals to predict their
future decisions, as their preferences on which they base their
decisions are time-inconsistent.

Wilson and Valacich (2012) identified two more factors that
contribute to “irrational behaviour”, benefit immediacy and risk
diffusion. According to their model, when individuals perceive
the benefits of disclosure to be immediate rather than delayed,
they tend to perceive risks to be lower and benefits to be higher.
Analogously, when risk is diffused, e.g. if personal informa-
tion is expected to be collected in 1-2 years from the time
consent when was given, individuals tend to perceive risks to
be lower and benefits to be higher. However, the above model
has not been empirically tested.

4.4. Bounded rationality, incomplete information, and
information asymmetries

Most people are lacking the cognitive ability to calculate privacy
risks and disclosure benefits and do not have access to all nec-
essary information in order to make informed judgments about
the trade-offs that are involved in privacy decisions. Individu-
als make privacy decision in limited time having incomplete
information about risks and benefits. Moreover, as cognitive
psychology has shown, they are not able to calculate all the
relevant parameters (Camerer, 1998). Thus, their privacy de-
cisions are constrained by incomplete information and bounded
rationality (Acquisti and Grossklags, 2005), two conditions that
affect decision-making in several contexts (e.g. economics, busi-
ness administration, etc.). Bounded rationality refers to the
cognitive limitations facing a human decision maker - limi-
tations of both knowledge and computational capacity.

Information asymmetries prevail in the relationship between
consumers and providers in the Internet and mobile market.
For example, mobile application consumers have very little
knowledge of how their personal data are used. Mobile appli-
cation consumers do not rely on the information provided by
application vendors on the collection and use of personal data,
when they decide which application to download. They con-
sider information from their social group and the app store to
be more important and trustworthy (Buck et al., 2014).

Baek (2014) showed that the dichotomy between privacy con-
cerns and behavioural intention disappears when individuals
are presented with arguments either for or against the use of
personal information by online businesses. Participants in Baek’s
study were divided in three groups. The first group was

presented with a short message promoting regulation on the
collection and use of personal data, the second group was pre-
sented with a message with arguments supporting the
collection and use of personal data, and the third group was
given no message at all. Then, all participants were asked to
complete a survey questionnaire that measured privacy con-
cerns and intention to disclose personal information. Concerns
and intentions were positively related in the first two groups,
whilst concerns and intentions were unrelated in the third

group.
4.5.  Quantum theory homomorphism

Expanding the variety of disciplines that provide a basis for
explaining the privacy paradox, Flender and Miller (2012)
engage concepts from quantum theory to provide an under-
standing for the privacy paradox. They consider human
decision-making to be analogous to the measurement process
in quantum experiments. This new perspective allows incor-
porating effects like indeterminacy, i.e. the outcome of a decision
making process is determined at the time the decision is made
but not prior to it, in descriptions of privacy decision making.
Privacy decisions are affected by the indeterminacy effect as
individuals may alter their preferences indeterminately, i.e. at
the time an actual decision is made.

5. Discussion and recommendations

Research on the privacy paradox has followed a dialectic course.
Initial studies that revealed a dichotomy between privacy at-
titude and actual privacy behaviour were followed by others
that showed a significant influence of privacy attitude on privacy
behaviour. This debate triggered significant research that has
aimed to resolve the paradox either by interpreting the phe-
nomenon or by building comprehensive models that unveiled
the complex nature of the phenomenon. Thus, the dichotomy
between privacy attitude and behaviour should not be con-
sidered a paradox anymore, since recent literature provides
several logical explanations. It is, however, a complex phe-
nomenon that has not been fully explained yet. Current research
has shed light to various aspects of the paradox, but it is still
infeasible to put the pieces of the puzzle together so as to form
the “whole picture”. Table 3 summarises the various explana-
tions presented at the end of Section 3 and in Section 4.
Research on the privacy paradox can be categorised in terms
of the theoretical background, the methodological approach, and the
context in which it is examined. Researchers have turned to
various disciplines in search for theories that can contribute
to the conceptualisation of the phenomenon and the investi-
gation of probable explanations. These include social theory,
behavioural economics, psychology, and quantum theory.
Several researchers have studied privacy paradox from a social
theory perspective, using theories such as structuration theory
(Zafeiropoulou et al., 2013), media theories (Debatin et al., 2009),
communicative privacy management theory (Lee et al., 2013),
gemeinschaft/gesellschaft theory (Stutzman et al., 2012), and
the theory of social representation (Oetzel and Gonja, 2011).
Behavioural economics have contributed the concepts of
bounded rationality and incomplete information that have been used
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Table 3 - Explanations of the privacy paradox.

Explanations

Studies

Individuals perform a privacy calculus

Perceived benefits of SNS participation (e.g. satisfying
fundamental needs) outweigh observed risks

Habitual use of SNSs and integration into daily life

Individuals disclose information so as to gain social capital

Participating in a community (Gemeinschaften) vs. participating
in a society (Gesellschaften)

Individuals do not make information-sharing decisions as entirely
free agents (Structuration Theory perspective)

Privacy decisions are affected by cognitive biases and heuristics
(e.g. optimism bias, overconfidence, affect bias, fuzzy-boundary
and benefit heuristics, hyperbolic discounting)

Privacy decisions are affected by bounded rationality, incomplete
information and information asymmetries

Individuals have not developed a reliable perspective on online
privacy, since a social representation of online privacy has not
been established yet

Privacy decisions are affected by the indeterminacy effect (quantum
theory perspective)

Methodological explanations: Inappropriate/incomplete models,
missing factors, inappropriate research methods, etc.

Dinev and Hart (2006); Jiang et al. (2013); Xu et al. (2011)
Debatin et al. (2009); Lee et al. (2013)

Blank et al. (2014); Debatin et al. (2009)
Ellison et al. (2011); Stutzman et al. (2012)
Lutz and Strathoff (2014)

Zafeiropoulou et al. (2013)

Acquisti and Grossklags (2003; 2007); Baek et al. (2014); Brandimarte

et al. (2013); Cho et al. (2010); Jensen et al. (2005); Kehr et al. (2013; 2014);
Kehr et al. (2015); Sundar et al. (2013); Wakefield (2013); Wilson and
Valacich (2012)

Acquisti and Grossklags (2005); Baek (2014); Buck et al. (2014)

Oetzel and Gonja (2011)

Flender and Miiller (2012)

Dienlin and Trepte (2015); Morando et al. (2014); Mothersbaugh et al.
(2012); Staddon et al. (2013)

to explain privacy decisions (Acquisti and Grossklags, 2005).
Also, behavioural economics have unveiled the role of cogni-
tive biases and heuristics in decision making. Several
researchers have studied the privacy paradox under the per-
spective of psychological/cognitive biases and heuristics
(Acquisti, 2004; Acquisti and Grossklags, 2003, 2005, 2007; Baek,
2014; Baek et al., 2014; Brandimarte et al., 2013; Buck et al., 2014;
Cho et al.,, 2010; Jensen et al., 2005; Kehr et al., 2013, 2014, 2015;
Sundar et al., 2013; Wakefield, 2013; Wilson and Valacich, 2012).

Finally, there is one attempt to explain the privacy paradox
in terms of quantum theory concepts (Flender and Miiller, 2012).
Although quantum theory is obviously not a neighbouring dis-
cipline, quantum theory concepts, such as indeterminacy, applied
isomorphically provide an interesting conceptualisation of the
phenomenon.

With regard to methodology, there are mainly two ap-
proaches: surveys and experiments (see Table 4). Most surveys
are based on convenience samples (e.g. students), which raises
an issue of validity. Surveys rely on self-reported behaviour,
which often differs from actual behaviour. This issue is ad-
dressed by the experimental approach. Nevertheless, most
experiments in the relevant literature fail to recreate a real-
istic context.

The privacy paradox has been studied in various con-
texts. Mainly, two types of context have been studied: social
situations and transactional situations. Studies of privacy in
social situations are primarily concerned with SNSs, such as
Facebook and Google+, and online chatting. Transactional situ-
ations include a variety of cases, including DVD stores, mobile
applications, e-shops, and finance web-sites.

Table 4 - Methodological approaches.

Methodological approach

Studies

Survey

Acquisti and Grossklags (2005); Baek et al. (2014); Barnes (2006); Blank et al. (2014); boyd and Hargittai

(2010); Buck et al. (2014); Carrascal et al. (2013); Cho et al. (2010); Christofides et al. (2009); D’Souza and
Phelps (2009); Debatin et al. (2009); Dienlin and Trepte 2015); Ellison et al. (2011); Hughes-Roberts
(2013); Jiang et al. (2013); Krasnova et al. (2009); Lutz and Strathoff (2014); Son and Kim (2008); Oomen
and Leenes (2008); Reynolds et al. (2011); Stutzman et al. (2012); Taddicken (2014); Tufekci (2008);
Wakefield (2013); Young and Quan-Haase (2013); Zafeiropoulou et al. (2013)

In-depth interviews/focus groups

Brown (2001); Debatin et al. (2009); Ellison et al. (2011); Lee et al. (2013); Miltgen and Peyrat-Guillard

(2014); Young and Quan-Haase (2013)

Analysis of (actual) data
Experiment

Hughes-Roberts (2013); Reynolds et al. (2011); Staddon et al. (2013)
Baek (2014); Beresford et al. (2012); Brandimarte et al. (2013); Egelman et al. (2012); Hann et al. (2007);

Huberman et al. (2005); Jensen et al. (2005); Kehr et al. (2014; 2015); Lee et al. (2013); Mothersbaugh
et al. (2012); Norberg et al. (2007); Spiekermann et al. (2001); Sundar et al. (2013); Tsai et al. (2011);

Xu et al. (2011)
Conceptual/analytic

Acquisti (2004); Acquisti and Grossklags (2003; 2007); Barnes (2006); Flender and Miller (2012); Kehr

et al. (2013); Oetzel and Gonja (2011); Son and Kim (2008); Wilson and Valacich (2012)

®Studies that appear in more than one category use a combination of methods.
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5.1. Recommendations

The studies presented in this paper refer to several different
types of personal information. The latter include age, weight,
phone number, address, date of birth, income, photos, brows-
ing history, location data, SNS posts, religious and political
beliefs, etc. Personal information is not homogeneous and in-
dividuals’ attitudes vary depending on the type of personal
information concerned. Moreover, different types of privacy con-
cerns are considered, such as social threats (e.g., bullying and
stalking), organisational threats (e.g. secondary use), and im-
proper access by employers or the public. It should be expected
that some types of privacy concerns have a stronger influ-
ence on attitudes and behaviour than others.

Since most of the above studies focus on individual aspects
of the privacy paradox phenomenon, there is a need for syn-
thetic studies that would be based on comprehensive theoretical
models that take into account the diversity of personal infor-
mation, as well as the diversity of privacy concerns. Studies
of this kind would allow us to build a clearer picture of the re-
lation between privacy attitudes and behaviour. Also, current
research has not considered the diversity of privacy harms
(Solove, 2006). This is an important variable that should be
further investigated.

Regarding the research methodology, both surveys and ex-
periments are useful research instruments. Nevertheless, future
research should address the shortcomings of these methods
that we have witnessed in previous research. Survey re-
search should take into account the fact that self-reports on
privacy behaviour are unreliable, especially when they refer to
infrequent events (e.g. adjusting privacy settings in SNSs). There-
fore, future research should make more use of “hard data”, i.e.
evidence of actual behaviour, rather than self-reports.

Surveys should also consider that the privacy paradox is not
a symptom of young people, but it concerns users of all ages.
Therefore, samples should be as representative as possible.
Future research could also focus on specific age and cultural
groups, such as elderly individuals, rural cultural groups, etc.

Both survey and experimental research should take into
account the fact that privacy is a highly contextual phenom-
enon. Particularly experiments should be conducted in realistic
settings that provide a rich and relevant context. Compara-
tive studies could also examine privacy attitudes and behaviour
in different contexts, such as online shopping, SNSs and
e-government services.

With regard to background theories although the privacy
paradox has been studied through a variety of theoretical
lenses, no theoretical model has prevailed, thus there is still
room for new theoretical perspectives. In particular, there
are several behavioural science theories that could be consid-
ered, such as social cognitive theory and its derivatives (Bandura,
2001).

Finally, we may notice that the privacy paradox has been
studied in isolation. The relation of privacy behaviour with
privacy awareness campaigns, with the technological envi-
ronment and the availability of privacy enhancing technologies,
has been under-researched. Moreover, a better understand-
ing of the privacy paradox may enable a new perspective on
the legal and ethical framework of information privacy. Con-
cluding, we may argue that although there has been a large

volume of research on the privacy paradox, it remains a wide
open issue.
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